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Introduction
Data security and application performance are 
critical. Software as a Service (SaaS) providers 
must balance robust tenant isolation with 
cost-effectiveness and scalability. Traditional 
multitenancy has long been favored for 
its economic benefits, but as security and 
compliance requirements evolve, so too must 
the methods for isolating tenant environments. 

Our approach leverages Kubernetes 
namespaces, separate relational database 
service (RDS) databases, dedicated FSx storage, 
and isolated Elasticache (Redis) instances 
to ensure that customer data remains fully 
segregated. Even within a shared environment, 
this architecture offers the enhanced security 
and scalability needed by modern enterprises.

For those unfamiliar with some of the technical 
terms used in this discussion, we’ve included a 
definitions section at the end of the document to 
provide additional clarity.
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Our SaaS offering includes several deployment models to meet varying customer needs:

1. Multitenant Environment: This model allows customers to either use a single namespace 
or purchase multiple namespaces for internal segregation. Each tenant has its own 
isolated database within an RDS cluster, dedicated FSx storage, and isolated Elasticache 
(Redis) instances. While some underlying services, such as the EKS cluster and EC2 
nodes, may be shared, customer data remains fully segregated, ensuring that there is no 
co-mingling of storage or databases. 

2. Enterprise Plan: For customers requiring the highest level of isolation, the enterprise 
plan offers a dedicated cluster where no resources are shared. This includes dedicated 
infrastructure, storage, databases, and caching services, ensuring complete segregation 
from other customers.

Traditional multitenancy often involves shared resources across multiple tenants, which can 
introduce several challenges:

• Security Vulnerabilities: Shared infrastructure can lead to potential data leaks and 
breaches if not properly managed.

• Performance Bottlenecks: High traffic from one tenant can affect the performance of 
the service for others, leading to inconsistent user experiences.

• Compliance Risks: Meeting regulatory requirements becomes more complex when 
resources – including databases and storage – are shared among tenants.

These challenges highlight the need for a more robust framework that can balance efficiency, 
security, and compliance.

Deployment Models

Challenges with Traditional Multitenancy
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To address the limitations of traditional multitenancy, our architecture employs a dual-isolation 
strategy:

• Kubernetes Namespaces for Workload Isolation: A Kubernetes namespace is a virtual 
cluster within a Kubernetes environment that allows for the isolation of resources such 
as workloads and services. Each tenant’s application environment is encapsulated within 
a dedicated namespace, providing a strong isolation layer at the application level. While 
the EKS cluster (Elastic Kubernetes Service, a managed Kubernetes service on AWS) and 
EC2 nodes may be shared, this segregation ensures that tenant workloads are isolated 
from one another. 

• Dedicated Databases, Storage, and Caching Services: Each tenant is assigned a 
separate database within an RDS cluster, along with dedicated FSx storage and isolated 
Elasticache (Redis) instances. This setup ensures that customer data is fully segregated, 
with no risk of cross-tenant data exposure or co-mingling.

Our architecture significantly enhances tenant data security in several key areas:

• Complete Data Segregation: By isolating each tenant’s data within separate databases, 
storage, and caching services, we eliminate the risk of cross-tenant data exposure. Even 
in a shared multitenant environment, data remains fully segregated. 

• Compliance and Regulatory Benefits: Our approach simplifies compliance with data 
security standards such as GDPR, HIPAA, HITRUST, and SOC 2. The isolation of data and 
services ensures that compliance measures can be applied rigorously. 

• Advanced Threat Mitigation: Leveraging Kubernetes, we enforce strict security policies 
at the namespace level, including role-based access controls and network policies, to 
prevent unauthorized cross-communication between tenant applications.

Enhanced Isolation Approach

Security Advantages
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Our solution excels in scalability and performance:

• Independent Scalability: Tenants can scale their resources independently within their 
namespaces without impacting others. This is crucial for efficiently managing varying 
workloads. 

• Optimized Resource Utilization: Kubernetes allows for dynamic resource allocation, 
ensuring that applications can adapt to changing loads by allocating resources as 
needed. This flexibility ensures optimal performance and cost-efficiency. 

• Reduced Latency: With isolated databases, storage, and caching services, we minimize 
the load on shared infrastructure, thereby reducing response times and improving overall 
service quality for each tenant.

For customers with specific regulatory or operational needs, our architecture offers additional 
customization: 

• Purchasable Additional Namespaces: Customers can purchase additional namespaces 
to create their own internal segregation, meeting regulatory requirements for internal 
application and data segregation. 

• Internal Data Segregation Tools: Within a single namespace, customers can segregate 
data using our internal tools, allowing them to maintain traditional development, UAT, and 
production like “environments” while ensuring data integrity. Approval processes, input 
configurations, and other mechanisms support this segregation without compromising 
security or performance.

Scalability and Performance Benefits

Internal Segregation and Customization
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Our architectural model offers significant cost savings over both traditional multitenancy and fully 
isolated systems: 

• Infrastructure Efficiency: While providing strong data isolation, our use of shared 
underlying services, such as EKS and EC2 nodes, reduces the total cost of ownership by 
maximizing resource utilization. 

• Operational Simplicity: Managing a single Kubernetes cluster and consolidated RDS 
instance – along with isolated storage and caching services – is less complex and more 
cost-effective than managing separate environments for each tenant. 

• Long-term Financial Benefits: The initial setup, while potentially more complex 
than a simple multitenant schema, pays off in the long run by reducing the need for 
frequent architectural changes as tenant needs evolve, providing stability and financial 
advantages for both the provider and clients.

Cost-Effectiveness
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Conclusion
Our approach to SaaS architecture ensures 
comprehensive data segregation by using 
Kubernetes namespaces, separate RDS 
databases, dedicated FSx storage, and isolated 
Elasticache (Redis) instances. In our multitenant 
model – while services like the EKS cluster and 
EC2 nodes may be shared – customer data is 
fully isolated, ensuring there is no co-mingling. 

This next-generation tenant isolation strategy 
offers enhanced security, scalable performance, 
and cost-efficiency. By bridging the gap 
between traditional multitenancy and dedicated 
deployments, we provide a robust solution 
tailored for businesses that require stringent 
security measures, demand high performance, 
and are sensitive to cost.

We invite decision-makers to consider the 
strategic benefits of this advanced isolation 
model to achieve superior data protection, 
scalability, and operational efficiencies. Adopt 
Elixir Cloud for a more secure, scalable, and 
financially sustainable future. With the right 
tools, you can ensure that your business 
remains competitive in a rapidly evolving digital 
landscape.
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Kubernetes: An open-source container orchestration platform that automates the deployment, 
scaling, and management of containerized applications.

Namespace: A virtual cluster within a Kubernetes environment that provides a way to divide 
cluster resources between multiple users or tenants, creating isolation for workloads.

Cluster: A group of linked computers that work together so that they can be viewed as a single 
system. In Kubernetes, a cluster typically consists of at least one control plane and multiple 
worker nodes that run the containerized applications.

RDS (Relational Database Service): A managed database service that makes it easy to set up, 
operate, and scale a relational database in the cloud.

FSx: A fully managed service that makes it easy to launch and run feature-rich and highly 
performant file systems in the cloud.

Elasticache (Redis): A managed service that provides a fully managed, in-memory data store 
service for caching, session management, and real-time analytics.

Definitions / Glossary
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